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Abstract

We consider an experimental setting where agents receive one stylized piece of information at a time about the value of a financial asset. We find that Knightian uncertainty about the prior distribution of true financial asset values does not hamper decision making by agents and markets. On a mean squared error criterion, Bayesian updating is closer than simple averaging in predicting market prices and individual bids and offers, even in treatments with uncertainty where Bayesian updating should not be feasible given the limited information set. Bayesian updating also outperforms adaptive expectations in relation to market prices.
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1. **Introduction**

This paper considers a simple experimental setting where agents receive one stylized piece of information at a time about the value of a financial asset. We consider whether, in a market setting, assets will be priced differently if there is only limited information about the nature of the financial asset. Recent events bear out the centrality of shares and foreign exchange for economic performance and for the transmission of global shocks. We therefore consider the pricing of shares and foreign exchange, after each piece of information is received. Our specific question is: does Bayesian updating, which requires full information about the financial asset, perform worse than employing the maximum likelihood estimator, which does not?

To expand, the key question we try to answer is whether the essential uncertainty (as opposed to risk, following Knight’s, 1921, distinction) intrinsic in the information set available to traders makes them update their beliefs differently, resulting in a different trajectory of market prices. We isolate the effect of uncertainty by having a treatment where the distribution of true financial asset value is very limited, and one in which it is fully known.

This is of interest because both individual choice and market experiments, (as in, Ellsberg, 1961, and Sarin and Weber, 1993) show that subjects dislike ambiguity, i.e. Knightian uncertainty. While our paper is not about ambiguity aversion *per se*, this literature shows intrinsic ambiguity might matter when agents process information and trade as a result.

Identifying whether uncertainty matters is important for another, and more general, reason: if agents do not have sufficient information about the prior distribution of the value of the financial asset (including the standard deviation), Bayesian signal extraction is not feasible in principle on the part of rational expectations agents, unless they append ‘educated guesses’
about the prior distribution to their inference procedure. If they refrain from these auxiliary assumptions, the rational procedure is maximum likelihood estimation (MLE) based on an average of the signals received. Therefore, how we model expectation formation is potentially a function of how agents process the intrinsic ambiguity in the market environment.

Our key and surprising finding is that Bayesian models of expectation formation tend to outperform the corresponding MLE models, even in the no prior distribution knowledge treatments. We perform our experiment in two different frames for the market (an exchange rate market frame vs. stock market frame), as we are conscious that subjects can sometimes more or less close to rational choices depending on the frame used (e.g., Cosmides and Tooby, 1992), and we find that the key finding of outperformance by Bayesian expectations is robust between frames.\(^3\)

Section 2 presents the theoretical setup and solutions under different expectations regimes. Sections 3 and 4 describe the experimental design and results, while section 5 concludes.

**2. Theoretical Setup and Solutions for Different Expectation Assumptions**

**2.1 Setup**

The theoretical setup is one in which agents must infer the value of a single parameter drawn from a distribution:

$$\lambda \sim (\Lambda, \sigma^2)$$

In period zero, agents trade without any sample information. Thereafter, they trade on the basis of a sequence of noisy signals $\lambda + e, \ e \sim (0, \sigma^2)$ which contain information about this unknown parameter:

---

\(^3\) Our analysis also includes a standard adaptive expectations (ADE) specification, with a weight $\beta$ assigned to the previous period’s observation in forming the current expectation. ADE are included as they are often purported to be good data descriptors despite a lack of theoretical microfoundation (e.g., Mankiw, 2001) or even any model consistency requirement.
\[ x_1 = \lambda + e_1 \]
\[ x_2 = \lambda + e_2 \]
\[ \ldots \]
\[ x_t = \lambda + e_t \]

and they must guess \( \lambda \) after each \( x_i \) is revealed. We now outline two solutions.

### 2.2 The Maximum Likelihood Solution (MLE Expectations)

From period one onwards, the simplest solution is simply to average the signals:

\[
\hat{\lambda}_t^M = \frac{\sum_{i=1}^{t} x_i}{t} = \lambda + \frac{\sum_{i=1}^{t} e_i}{t}
\]

(1)

Conditional on \( \lambda \), this has all the desirable least-squares and maximum likelihood properties

\[
E(\hat{\lambda}_t^M | \lambda) = \lambda
\]

\[
V(\hat{\lambda}_t^M | \lambda) = \frac{\sigma^2}{t}
\]

and the Gauss-Markov theorem holds.\(^4\)

Nevertheless, the estimator does not use all information. There is prior information on the distribution of \( \lambda \), namely \( \Lambda \) and \( \sigma^2 \).

### 2.3 The Bayesian Signal Extraction Solution (Bayesian expectations)

Consider a class of solutions of the form:

\[
\hat{\lambda}_t^B = \theta \Lambda + (1 - \theta) x_t
\]

\[
\hat{\lambda}_t^B = \theta \hat{\lambda}_{t-1}^B + (1 - \theta) x_t
\]

(2)

\(^4\) That is, conditional on \( \lambda \) it is the minimum variance estimator among the class of all linear unbiased estimators.
In other words, the first guess is based on a weighted average of the known mean of \( \lambda \), namely \( \Lambda \), and the signal, with the optimal weights to be determined presently. Thereafter, agents use a recursion with the same weights.

In general, optimal weights for (2) depend on the time horizon for which signals are available. But the solution requires numerical optimization, so we derive the optimal weight \( \theta \) for the first period, and assume it prevails in the solution.\(^5\) Consider the first period:

\[
\hat{\lambda}_1^\theta = \theta \Lambda + (1 - \theta) x_i \\
= \theta \Lambda + (1 - \theta) (\hat{\lambda} + e_1) \\
= (1 - \theta) e_1 + \lambda + \theta (\Lambda - \lambda)
\]

\[\Rightarrow \hat{\lambda}_1^\theta - \lambda = (1 - \theta) e_1 + \theta (\Lambda - \lambda)\]

We now seek \( \theta \) that will minimize the expected value of the mean squared error (MSE). When taking the expectation, we do not condition on \( \lambda \), because we are seeking an optimal weight that takes account of its distribution. We first derive the unconditional mean and variance (V[.]):

\[
E(\hat{\lambda}_1^\theta - \lambda) = E(1 - \theta) e_1 + \theta E(\Lambda - \lambda) = 0 \\
V(\hat{\lambda}_1^\theta - \lambda) = V((1 - \theta) e_1) + V(\theta (\Lambda - \lambda)) \\
= ((1 - \theta)^2 \sigma_e^2 + \theta^2 \sigma^2)
\]

We now minimize the MSE:

\[\sum_{t=1}^{T} E(\hat{\lambda}_t^\theta - \lambda)^2 \]

\(^5\) Equation (2) can be written as \( (1 - \theta) [e_i + \theta e_{i-1} + \ldots + \theta^{i-1} e_1] + \lambda + \theta^i (\Lambda - \lambda) \). An optimal \( \theta \) which minimize \( \sum_{i=1}^{T} E(\hat{\lambda}_t^\theta - \lambda)^2 \), as in the text, requires a numerical solution, as it is a function of \( t \). When this expression is optimized for \( t=8 \), as in our experiment, the optimal \( \theta \) is 0.71.
\[
E[(\hat{\lambda}_t^A - \lambda)^2] = V(\hat{\lambda}_t^A - \lambda) + \{E(\hat{\lambda}_t^A - \lambda)\}^2 \\
= ((1 - \theta)^2 \sigma_e^2 + \theta^2 \sigma^2) + 0 \\
\frac{dE[(\hat{\lambda}_t^A - \lambda)^2]}{d\theta} = -2(1 - \theta)\sigma_e^2 + 2\theta\sigma^2 = 0 \\
\Rightarrow \theta = \frac{\sigma_e^2}{\sigma_e^2 + \sigma^2}
\]

Our solution is called \( \hat{\lambda}_t^B \) because this is a classic Bayesian signal extraction solution.\(^6\)

2.4 Adaptive Expectations (ADE)

Under adaptive expectations, agents are conservative in the sense that they anchor their estimate of \( \lambda \) on the last period’s price of the financial asset, called \( p_{t-1} \). Thus, \( \hat{\lambda}_t^A = \beta p_{t-1} + \text{error} \). There is no theoretical value for \( \beta \), so it must be estimated. It is obtained by Least-Squares where we proxy \( \hat{\lambda}_t^A \) with the current price \( p_t \). That is, we run the regression \( p_t = \beta p_{t-1} + \text{error} \).

3. Experimental Design

The experiment was conducted between January and June 2008 at the university of the second author.\(^7\) Apart from the experimental instructions and a control questionnaire, the experiment was fully computerized. A total of 240 subjects participated in the 48 sessions: five subjects participated to each session, and they participated to one of four treatments (discussed below), giving a total of 12 independent observations per treatment. Subjects were randomly seated in the laboratory. Computer terminals were partitioned to avoid communication by visual or verbal means. Subjects read the experimental instructions and answered a control questionnaire before being allowed to proceed with the tasks.

---

\(^6\) One subtle difference is that we do not require normal distributions, even though, in fact, we do use normal distributions for our experiment.

\(^7\) The experimental instructions are provided in electronic appendix A.
Experimental supervisors individually advised subjects with incorrect answers in the questionnaires.

The experiment lasted up to 2 hours and was divided into four stages, each divided in turn in 9 trading periods. The periods were divided into period 0, when agents didn’t receive a signal, and periods 1 to 8, where they did, as described below. The assets traded were either foreign currency (in an exchange rate frame) or shares (in a financial frame). Subjects did not know exactly what the intrinsic value $\lambda$ of the financial asset was, though they knew that assets retained the same value $\lambda$ throughout each stage though not across stages.

In the ‘limited prior knowledge’ treatments, subjects only knew that the financial asset value was drawn from a prior symmetric distribution with mean 1 (i.e., that on average a unit of the financial asset could be transferred one-for-one into pounds at the end of the stage), but they did not know the exact shape or, crucially, standard deviation of the prior distribution. As a result, Bayesian updating was not feasible unless we assume that subject behaved as if they made auxiliary assumptions. Technically, averaging is the only feasible solution.

In the ‘prior knowledge’ distribution, subjects were provided information about the prior distribution in the form of a ‘table of frequencies’ (effectively, a histogram); information was provided as a table of frequencies rather than of probabilities since it is known that subjects process information more efficiently in terms of the former than in term of the latter (e.g. Hertwig and Gigerenzer, 1999). As a result, subjects could infer the standard deviation of the prior distribution, and Bayesian updating become feasible. The distribution actually used was the same in both the ‘limited prior knowledge’ and the ‘prior knowledge’ treatments. It was normal with mean 1 and standard deviation 0.25: only the extent of knowledge about the distribution differed across treatments.

Overall, the experiment had a $2 \times 2$ factorial design crossing the frame employed (stock market vs. exchange rate market) and the knowledge about the prior distribution. We had four
treatments overall, AE (knowledge, exchange rate frame), BE (limited knowledge, exchange rate frame), AS (knowledge, stock market frame) and BS (limited knowledge, stock market frame).

(Insert Table 1 about here.)

At the beginning of each period subjects received 10 units of each of two assets (foreign and home currency in one frame, cash and shares in the other frame), with only imperfect information about their intrinsic value \( \lambda \) at which the financial assets would ultimately be converted to pounds. The information that subjects had differed depending on the treatment, and is described below, but was common across subjects of any given session. Trade occurred according to a Walrasian clearinghouse auction mechanism, with each subject being asked to provide a buying price and a selling price. The excellent efficiency properties of Walrasian auctions are well-known, and close to that of double auctions (e.g., Smith et al., 1982).\(^8\)

Trade could only take place using the endowments received at the beginning of the relevant trading period. A generic experimental session is represented in the diagram below.

(Insert Figure 1 about here.)

At the beginning of each stage a new value for the true value \( \lambda \) of the financial asset was drawn applicable to the stage, and subjects knew that. From the start of period 1 onwards, subjects received an independent noisy signal about the value of the financial asset of the kind discussed in section 2, i.e. of the form \( \lambda + e, \quad e_i \sim (0, \sigma^2) \), \( t = 1 \) to 8. Subjects received a table of frequencies illustrating the (normal) distribution of the signal around its true value (see the appendix). In AE and AS, they were also shown a table of frequencies of \( \lambda \).

---

\(^8\) A Walrasian auction has the additional advantages of making certain that an equilibrium market price (exchange rate) would be formed (as bids and offers were required on the part of each trader), that there was a single value of the exchange rate per stage and that all trade was completed, with all bids and offers being elicited, within a shorter amount of time than a double auction (in an experiment that could already last over two hours, time was very much at a premium).
In all treatments, to help with understanding, subjects also received an example sheet showing examples of how the economy may work in each stage. At the end of each stage, the units of the financial asset obtained were converted into home currency (exchange rate frame) or cash (stock market frame) using the true value \( \lambda \). At the end of the experiment, one period was chosen at random by the computer and each unit of home currency or cash earned in that period (whether directly or after the conversion using \( \lambda \)) was translated into U.K. pounds at the rate of 1 pound per unit. Mean experimental payment were 22-23 UK pounds (roughly 40 US dollars) per subject for between 1 \( \frac{1}{2} \) and 2 hours of work.

4. Experimental Results

4.1 General Results

Figure 2 shows examples of financial asset price dynamics in one session each from each treatment. Our focus below is on periods 1 through 8, since predictions of Bayesian and MLE expectations can only diverge after agents receive signals, and ADE predictions can only be identified when there is a lag. For ADE, we estimate the lagged dependent variable coefficient using least-squares on market prices, individual buying prices, and individual selling prices. The coefficients for the different treatments, denoted \( \beta \), are given in Table 2.

(Insert Figure 2 and Table 2 about here.)

Subjects generally appeared to have a good understanding of the experiment, and financial asset prices were almost always in the 0.5 to 1.5 range with a mode around 1, which is what we would expect with our \( N \sim (1, 0.25) \) distribution of true financial asset values (see Figure 3).

(Insert Figure 3 about here.)

---

9 All P values reported in this paper are two tailed. All tests are at the session level to guarantee the non independence of observations.
10 Electronic appendix B contains similar graphs for all sessions.
11 That being said, no result would change if we were to include period 0.
Subjects traded financial asset units 62% of the times (between 59% and 64% depending on the treatment). Table 3 includes average, variance, skewness and kurtosis of financial asset prices, individual buying prices, individual selling prices and quantities traded in all four treatments. We provide both mean and median information, since, particularly in relation to selling prices and buying prices, median information helps filter out noisy outliers. Not surprisingly, market prices tend to be more stable than either selling prices or buying prices. That being said, a comparison of AE and AS vs. BE and BS shows that the introduction of uncertainty had no statistically significant effect not only on market prices, but also on selling prices, buying prices and quantity traded in Mann Whitney tests; the closest we get to significance is in market prices being marginally higher under uncertainty (1.001) than under full information (0.967), which yields \( P = 0.091 \), but Table 3 shows that this small effect appears frame dependent. The frame manipulation appears to matter more, with the mean market price (\( P = 0.025 \)), quantity bought (\( P = 0.041 \)), skewness and kurtosis of quantity bought (\( P < 0.001 \) in both cases) all resulting in statistically significant tests. Market prices and quantities traded are slightly lower under a stock market frame than under an exchange rate frame, with the distribution of quantities bought being however a little more skewed towards higher values and kurtosis being marginally higher.

**RESULT 1.** Uncertainty generally does not affect the average, variance, skewness and kurtosis of the distributions of market prices, buying prices, selling prices and quantities traded. Framing matters more than uncertainty does.

4.2 *Comparing the goodness of fit of different classes of models*

We now use the sum of squared errors (SSE) between predicted and observed exchange rates to compare the goodness of fit of the different classes of models: Bayesian, MLE and
adaptive expectations. Figure 4 compares the goodness of fit of different expectation models in predicting financial asset values.

(Insert Figure 4 about here.)

Bayesian expectations consistently have better predictive power than the simple averaging implied by MLE expectations, as reflected in a lower sum of squared errors in all treatments, including the BE and BS treatments with limited knowledge about the prior distribution. This superiority is unequivocally confirmed in Wilcoxon tests ($P \leq 0.005$), and is also confirmed if we look at SSE in relation to individual buying or selling prices. Across treatment differences in SSE are never statistically significant in Kruskal Wallis or Mann Whitney tests.

**RESULT 2.** Bayesian expectation models have better predictive power than MLE expectation models in all treatments, including those with limited knowledge about the prior distribution.

The SSE in relation to adaptive expectations is lower than that in relation to Bayesian updating in treatment AE, but not statistically significantly so. It is higher in the other treatments. Overall, at the market level there is moderately strong evidence that the Bayesian models outperform adaptive expectations, ($P = 0.055$ in a Wilcoxon test). These results contrast with the superiority of adaptive expectations over Bayesian updating at the level of individual buying and selling prices. There is a sense, therefore, that markets are ‘more rational’ (in terms of Bayesian fit relative to adaptive expectations) than individuals.

**RESULT 3.** At the individual level, adaptive expectations outperform Bayesian expectations. At the market level, Bayesian expectations globally outperform adaptive expectations.
5. Conclusion

This paper began with a specific question: does Bayesian updating, which requires full information about the financial asset, perform worse than employing the maximum likelihood estimator, which does not? Our answer, which is a qualified ‘no’, has two sub-parts. The first is that explicit knowledge of the prior distribution of true financial asset values is not necessarily crucial for subjects to behave rationally. The second is that, in our setup, the Bayesian signal extraction framework describes behavior just as well without such knowledge as it did with it. Interestingly, allowing for estimating one degree of freedom in an adaptive expectation model did not enable adaptive expectations to outperform Bayesian signal extraction models at the level of market prices.

The qualification is that our subjects do behave a little differently when trading foreign exchange and shares. In particular, they trade higher quantities of the former. While the main results are robust across the two frames, it might be interesting, and prudent, to further explore the differences in belief formation in these two markets before declaring generality.

Our results might seem to be out of step with the groundswell against rational expectations as a modelling tool, particularly since the Global Financial Crisis (Akerlof and Shiller 2009). In fact, we would not wish to deny that uncertainty does matter in a number of contexts. However, if our results stand the scrutiny of further testing they suggest that there might be at least some market setups where economists may be able to model behavior as if agents know the prior distribution when they trade shares or foreign exchange.
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Figure 1. Timeline of Experimental Sessions
Figure 2. Observed Prices and Predictions in Sample Sessions

Note: the adaptive expectations prediction is equal to the observed price in the previous period.
Figure 3. Histograms of Financial Asset Values

Note: Based on asset prices (i.e. price of foreign exchange or shares) in periods 1-8.
Figure 4. Goodness of Fit of Different Expectation Models

Notes: SSE: sum of squares error; AE: adaptive expectations; MLE: maximum likelihood expectations; Bayesian: Bayesian expectations.
Table 1. Experimental Treatments

<table>
<thead>
<tr>
<th>Treatment</th>
<th>AE</th>
<th>Treatment BE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE</td>
<td>Knowledge of Prior Distribution, Exchange Rate Frame</td>
<td>No Knowledge of Prior Distribution, Exchange Rate Frame</td>
</tr>
<tr>
<td>BS</td>
<td>Knowledge of Prior Distribution, Stock Market Frame</td>
<td>No Knowledge of Prior Distribution, Stock Market Frame</td>
</tr>
</tbody>
</table>

*Note:* 12 sessions were run in each treatment.

Table 2. Estimated Mean $\beta$ Values by Type of Prices and Treatment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>AE</th>
<th>BE</th>
<th>AS</th>
<th>BS</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$ Market prices</td>
<td>0.987</td>
<td>0.971</td>
<td>0.965</td>
<td>0.974</td>
<td>0.974</td>
</tr>
<tr>
<td>$\beta$ Buying prices</td>
<td>0.991</td>
<td>0.918</td>
<td>0.903</td>
<td>0.891</td>
<td>0.926</td>
</tr>
<tr>
<td>$\beta$ Selling prices</td>
<td>0.932</td>
<td>0.899</td>
<td>0.884</td>
<td>0.904</td>
<td>0.905</td>
</tr>
</tbody>
</table>

*Notes:* The adaptive expectations parameter $\beta$ was estimated, in each case, by minimizing the sum of squares error between actual and predicted values.
Table 3. Distributions of Market Prices, Selling Prices, Buying Prices and Quantity Traded

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Average</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Market Price</td>
<td>Selling Price</td>
</tr>
<tr>
<td>AE Mean</td>
<td>1.023</td>
<td>2.092</td>
</tr>
<tr>
<td>Median</td>
<td>1.028</td>
<td>1.27</td>
</tr>
<tr>
<td>BE Mean</td>
<td>0.985</td>
<td>3.729</td>
</tr>
<tr>
<td>Median</td>
<td>0.99</td>
<td>1.182</td>
</tr>
<tr>
<td>AS Mean</td>
<td>0.979</td>
<td>5.368</td>
</tr>
<tr>
<td>Median</td>
<td>0.957</td>
<td>1.275</td>
</tr>
<tr>
<td>BS Mean</td>
<td>0.949</td>
<td>1.394</td>
</tr>
<tr>
<td>Median</td>
<td>0.939</td>
<td>1.088</td>
</tr>
<tr>
<td>Total Mean</td>
<td>0.984</td>
<td>3.146</td>
</tr>
<tr>
<td>Median</td>
<td>0.973</td>
<td>1.214</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market Price</td>
<td>Selling Price</td>
</tr>
<tr>
<td>AE Mean</td>
<td>-0.371</td>
</tr>
<tr>
<td>Median</td>
<td>-0.493</td>
</tr>
<tr>
<td>BE Mean</td>
<td>0.22</td>
</tr>
<tr>
<td>Median</td>
<td>-0.015</td>
</tr>
<tr>
<td>AS Mean</td>
<td>-0.073</td>
</tr>
<tr>
<td>Median</td>
<td>-0.095</td>
</tr>
<tr>
<td>BS Mean</td>
<td>0.264</td>
</tr>
<tr>
<td>Median</td>
<td>-0.133</td>
</tr>
<tr>
<td>Total Mean</td>
<td>0.01</td>
</tr>
<tr>
<td>Median</td>
<td>-0.133</td>
</tr>
</tbody>
</table>